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Implementation details
● R Packages: geoR, rdist, tidyverse, parallel
● GitHub repository:

https://github.ncsu.edu/mcarbaj/SpSt_Midterm2
● Tuning parameters: 

Type of clustering partition: Equal area (+ centroid)
Size of partitions: 4 (9,25)
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https://github.ncsu.edu/mcarbaj/SpSt_Midterm2


Spatial Partitioning: Equal area
Train set: 1,000 Train set: 
10,000
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Semivariogram fitting parameters
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rho: 0.004
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tau2: 0.003

sig2: 0.015



Applying the Method
With each additional training the amount of data processed increases.

We compare with Maximum Likelihood Estimation since that typically provides 
good results, but is not optimized for large data sets. 
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Results of Spatial Partitioning
Train set: 1,000 Train set: 
10,000
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Results of Maximum Likelihood Estimation
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1000 Point 
Training Set
MLE - 164 s

2000 Point 
Training Set
MLE - 798 s

3000 Point 
Training Set
MLE - 2725 s

4000+ Points Training Set
MLE ran for well over an hour each time, so cut program short

Marginal benefits to adding more 
data, but significant run time 
increases 



MLE not feasible for large numbers of datapoints
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Comparison: MLE vs spatial partition
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MLE Spatial partition

MSE 0.0155 0.0284

COR 0.546 0.213

Time 0.898 s 11.1 s

Results for training set = 1,000



Conclusions
● From our analysis, with fewer data points, 

Maximum Likelihood Estimation (MLE) 
outperforms Spatial Partitioning with 
Equal Area Partitioning.

● As the points considered increases, MLE is no longer feasible as computer 
memory constraints become an issue as well as run time durations. Thus, 
partitioning the data allows for calculations to be made.

● Equal Area Partitioning did not appear to improve the predictions as there 
were small areas with little variability and the partitioning removed information 
from the system. 
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